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Abstract
Cloud platforms today have been deploying hardware ac-
celerators like neural processing units (NPUs) for powering
machine learning (ML) inference services. To maximize the
resource utilization while ensuring reasonable quality of ser-
vice, a natural approach is to virtualize NPUs for efficient
resource sharing for multi-tenant ML services. However, vir-
tualizing NPUs for modern cloud platforms is not easy. This
is not only due to the lack of system abstraction support
for NPU hardware, but also due to the lack of architectural
and ISA support for enabling fine-grained dynamic operator
scheduling for virtualized NPUs.
We present Neu10, a holistic NPU virtualization frame-

work. We investigate virtualization techniques for NPUs
across the entire software and hardware stack. Neu10 con-
sists of (1) a flexible NPU abstraction called vNPU, which
enables fine-grained virtualization of the heterogeneous com-
pute units in a physical NPU (pNPU); (2) a vNPU resource
allocator that enables pay-as-you-go computing model and
flexible vNPU-to-pNPU mappings for improved resource
utilization and cost-effectiveness; (3) an ISA extension of
modern NPU architecture for facilitating fine-grained ten-
sor operator scheduling for multiple vNPUs. We implement
Neu10 based on a production-level NPU simulator. Our ex-
periments show that Neu10 improves the throughput of ML
inference services by up to 1.4× and reduces the tail latency
by up to 4.6×, while improving the NPU utilization by 1.2×,
compared to state-of-the-art NPU sharing approaches.

1 Background and Motivation
Machine learning (ML) is becoming the backbone for many
popular ML services [3, 6, 25, 27]. To accelerate these ML
services, cloud platforms have employed hardware accelera-
tors like neural processing units (NPUs) [7, 11, 14, 15, 17, 18].
NPUs are highly specialized to accelerate the common op-
erations in deep neural networks (DNNs), such as matrix
multiplication and convolution. A typical NPU device is a
peripheral board with multiple NPU chips, and each chip has
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Figure 1. The number of MEs and VEs demanded by DNN
inference workloads over time.
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Figure 2. Intensity ratio of ME vs. VE for different inference
workloads (quantified by the execution time of ME/VE).

multiple NPU cores. Each NPU core has matrix engines (MEs)
that leverage systolic arrays to perform matrix multiplica-
tions and vector engines (VEs) for generic vector operations.
A well-known example is the Google Cloud TPU [15].

A common approach to using NPUs in cloud platforms
is to assign an entire NPU chip to a single ML applica-
tion in a virtual machine (VM) or container via PCIe pass-
through [27]. However, this disables resource sharing and
causes severe resource underutilization of NPUs. For in-
stance, our studies [30, 31] disclosed that many DNN in-
ference workloads cannot fully utilize TPU cores due to their
imbalanced demands on MEs and VEs. Many DNN work-
loads have diverse demands on the number of MEs and VEs
(see Figure 1 and Figure 2). The one-size-fits-all approach is
less attractive for cloud platforms.

To address the utilization challenge and ease the resource
management for cloud platforms to accommodate diverse
workload demands, it is desirable to virtualize hardware
devices and enable resource sharing among tenants. Unfor-
tunately, modern cloud platforms have limited virtualization
support for NPUs across the software and hardware stack.
Lack of system abstraction support for NPUs. Unlike the sys-
tem virtualization of multi-core processors [2, 8], NPUs have
unique heterogeneous compute resources (i.e., MEs and VEs).
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To circumvent this complexity, cloud platforms today expose
homogeneous NPU cores to the user VMs. However, the exist-
ing abstraction at the NPU core level is too coarse-grained, as
user workloads may have diverse resource requirements. We
need a flexible system abstraction that allows users to specify
the ME/VE resources following the pay-as-you-go model [28].
Such an abstraction will simplify the NPU management for
cloud platforms, including NPU resource (de)allocation, re-
source mapping, and scheduling. Prior studies investigated
the system virtualization for FPGAs [5, 22, 23, 32, 33] and
GPUs [19, 29]. However, they cannot be directly applied to
NPUs, as they target different architectures.
Lack of architectural support for NPU virtualization. Prior
studies enabled the time-sharing of an NPU device at the task
level, and support the preemption for prioritized tasks [9, 10].
However, the coarse-grained time-sharing on the shared
NPU board still suffers from severe resource underutiliza-
tion, due to the lack of support of concurrent execution of
multi-tenant workloads. Existing NPU sharing approaches
either sacrifice isolation or suffer from high preemption over-
head [13]. As we move towards fine-grained NPU virtualiza-
tion, we need architectural support to achieve both improved
performance isolation and NPU utilization.
Lack of ISA support for virtualized NPUs. NPUs commonly
employ VLIW-style ISAs to simplify the hardware design,
and the ML compiler explicitly exploits the parallelism of the
compute units [4, 20, 21]. However, this requires the number
of compute units to be explicitly specified at the compila-
tion stage, and the number cannot be changed at runtime. In
this case, the VLIW ISAs unnecessarily couple control flows
of the compute units (i.e., MEs). As shown in Figure 3, the
original VLIW program must execute each VLIW instruction
sequentially, creating false dependencies between operations
on different MEs even though they do not have any true data
dependencies. As the compiler explicitly specifies how many
MEs are being used, the allocated MEs cannot be changed
at runtime unless the DNN program is recompiled. Even
though some compute units of a shared NPU become avail-
able, they cannot be utilized by the active workload (except
recompiling the DNN program). This is caused by the funda-
mental tussle between dynamic scheduling and VLIW ISAs.
As the collocated ML instances have various demands on
compute units at runtime, this limitation inevitably causes
either NPU underutilization or performance interference.
We need to rethink the NPU ISA design to facilitate dynamic
resource scheduling for virtualized NPUs.

2 Design and Implementation
We design Neu10 [31], a hardware-assisted system virtualiza-
tion framework for NPUs to enable flexible resource sharing
for improved utilization and performance isolation.
vNPU abstraction.We design the vNPU abstraction with
the goals of (1) allocating NPU hardware resource to a vNPU
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Figure 3. Execution of MEs and VEs are separable. The
arrows between instructions denote data dependencies.
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Figure 4. System architecture of Neu10.

instance on demand; (2) hiding the complexity from the ML
programs with minimal changes to the guest software stack
for compatibility. A vNPU instance defines the number of
chips, cores per chip, MEs/VEs per core, SRAM size, and
HBM size, which reflects the hierarchy of a physical NPU
board. Each vNPU instance is exposed to the guest VM as
a PCIe device. The maximum vNPU size is capped by the
physical NPU size. If a guest VM requires more resources
than is available on a physical NPU board, Neu10 can allocate
multiple vNPU instances to this guest VM.
vNPU lifecycle. To create a vNPU instance, a user can spec-
ify the vNPU configuration following the pay-as-you-go
model [28]. Cloud providers can define various default con-
figurations (e.g., small/medium/large vNPU cores as having
1/4/8 MEs/VEs). Neu10 can also learn an optimized vNPU
configuration for a DNN workload with ML compilers. As
shown in Figure 4, upon vNPU initialization, the guest driver
sends a request to the hypervisor through a para-virtualized
interface ( 1 ). The vNPU manager maps the vNPU instance
to NPU hardware resources. Then, it initializes the vNPU
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Figure 5. NeuISA programming model.

context in the physical NPU device and creates the MMIO
mappings for the guest VM to access the vNPU ( 2 ). During
execution, the application issues commands such as mem-
cpy and compute offloading through the command buffer.
The NPU hardware directly fetches the commands from
the host memory without the hypervisor intervention. It
also has DMA access to the DMA buffer in the guest mem-
ory space via the IOMMU. The DNN program on the NPU
executes asynchronously from the CPU program, and the
NPU hardware schedules vNPUs independently of existing
OS/hypervisor schedulers. The guest VM waits for the com-
pletion interrupt or actively polls the memory-mapped con-
trol registers for the current status of the vNPU ( 3 ). After
execution, the user can free the vNPU.
vNPU allocation and mapping. For each vNPU, the user
can specify the number of different types of compute units
(MEs/VEs) on-demand or follow the pay-as-you-go model in
cloud computing. However, as ML inference workloads have
diverse ME/VE demands, specifying the number of MEs/VEs
can be challenging for users who are not NPU experts. Thus,
we allow them to specify the total number of execution units
(EUs), which is directly related to the cost of running the
vNPU instance. Neu10 uses a resource allocation mechanism
that can decide the optimized vNPU configuration for differ-
ent ML workloads, based on the analysis using ML compilers.

Neu10 can map vNPUs to physical compute units of NPU
cores in different manners, based on the service level objec-
tives (SLOs) of ML services. To maximize the NPU utilization
while ensuring performance isolation, Neu10 enables fine-
grained spatial sharing with resource harvesting. Neu10 also
enables the oversubscription of NPU cores by temporally
sharing the MEs and VEs among multiple vNPU instances.
Therefore, the idle compute units can be opportunistically
utilized by collocated workloads.
ISA extension for NPU virtualization. To support dy-
namic ME/VE scheduling, we develop NeuISA. Our key ob-
servation is that the execution of different MEs and VEs in a
tensor operator is usually separable. Specifically, most DNN
operators, such as matrix multiplication and convolution,
are partitioned by DNN compilers [12, 34] into multiple tiles
that can be computed independently, as shown in Figure 3.
NeuISA decouples the execution of independent MEs in

a tensor operator by separating the control flow of each
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ME and VE into independent instruction sequences, called
micro-Tensor Operators (𝜇TOps). To minimize changes to the
existing VLIW compiler and hardware, the instruction for-
mat inside a 𝜇TOp resembles the original VLIW ISA: an
instruction contains multiple slots, and each slot encodes an
operation. For a physical NPU core with 𝑛𝑥 MEs and 𝑛𝑦 VEs,
NeuISA defines two types of 𝜇TOps: (1) An ME 𝜇TOp con-
tains instructions with one ME slot and 𝑛𝑦 VE slots. An ME
𝜇TOpwill only use oneME during execution, which enforces
that each ME 𝜇TOp only contains the control flow of one
ME. To execute an operator on multiple MEs, the compiler
generates multiple ME 𝜇TOps. The VE slots in an ME 𝜇TOp
enable instruction-level parallelism between MEs and VEs.
They also enable operator fusions such as MatMul+ReLU. (2)
A VE 𝜇TOp contains instructions with no ME slot and 𝑛𝑦 VE
slots. The 𝑛𝑦 VE slots allow a VE 𝜇TOp to utilize all the VEs.

To support a fused operator, NeuISA organizes the 𝜇TOps
into a sequence of 𝜇TOp groups to express the dependencies
between 𝜇TOps. Each group contains up to 𝑛𝑥 ME 𝜇TOps,
allowing the operator to utilize all MEs, and up to one VE
𝜇TOp, as one VE 𝜇TOp can already utilize all the VEs. All
𝜇TOps in one 𝜇TOp group may execute concurrently, but
each groupmust execute sequentially to preserve data depen-
dency. As NeuISA inherits the VLIW semantic inside each
𝜇TOp, it intrinsically supports branches and loops inside a
𝜇TOp. To support branches across 𝜇TOp groups, NeuISA de-
fines special instructions that can be invoked in each 𝜇TOp.
Architectural support for NeuISA. Figure 6 shows the
pipeline design for fetching and scheduling 𝜇TOps. The NPU
core maintains the contexts of multiple vNPUs, including
the PC pointers to the program and the vNPU configurations.
Each time a new 𝜇TOp is ready or an existing 𝜇TOp finishes,
the 𝜇TOp scheduler selects the 𝜇TOps to be executed next.
For each vNPU, the 𝜇TOp scheduler retrieves the number
of allocated MEs and the number of ready ME 𝜇TOps from
the vNPU context. It selects a set of ready 𝜇TOps, and fetch
their instructions to the instruction queues.
Next, the operation scheduler selects which operations

from the instruction queues will be executed at every cycle.
The ME operations from the ME 𝜇TOp instruction queues
are directly issued to the corresponding MEs. For the VE
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Figure 7. Throughput of Neu10 (normalized to PMT).

operations, the scheduler selects which operations to issue
from all VE 𝜇TOp instruction queues. To reclaim a harvested
ME, Neu10 performs a context switch to preempt the har-
vesting 𝜇TOp. Upon a context switch, the register file and
the intermediate data in the MEs are saved to SRAM, which
incurs negligible overhead compared to the length of an op-
erator. The number of instruction queues should be large
enough to support simultaneous execution of all MEs/VEs.
Neu10 Implementation. We implement Neu10 with a pro-
duction-level event-driven NPU simulator. We obtain the
operator execution traces on real Google Cloud TPUs. We
use the tiling information to generate 𝜇TOps and replay the
generated 𝜇TOp traces in our simulator. We also prototype
the hardware scheduler for NeuISA in Verilog and synthe-
size it using FreePDK-15nm library [1]. The hardware area
overhead of Neu10 is 0.04% on a TPUv4 chip. The power
overhead of this small area is negligible over the entire chip.
Performance of Neu10. We evaluate Neu10 using DNN
workloads from MLPerf [26] and the official TPU reference
models [16].We compare the following designs: (1) PMT [13]:
temporal-sharing of the entire NPU core among multiple
vNPUs. (2) V10 [30]: temporal-sharing of all MEs and VEs
among the vNPUs, with a priority-based preemptive policy.
The workload is compiled with the traditional VLIW-style
ISA. (3) Neu10-NoHarvest: spatial-isolated vNPUs with dedi-
cated MEs/VEs without dynamic scheduling. This resembles
static partitioning techniques such as NVIDIA MIG [24].
(4) Neu10: spatial-isolated vNPUs with dynamic resource
scheduling and harvesting enabled by NeuISA. As shown in
Figure 7, Neu10 improves the throughput of ML inference
services by up to 1.4× compared to state-of-the-art NPU
sharing approaches. Neu10 also reduces the tail latency by
up to 4.6×, while improving the NPU utilization by 1.2×. We
presented more sensitivity analyses in the full paper1 [31].

3 Conclusion
We identify the key challenges of virtualizing NPUs for cloud
platforms. We present a holistic solution Neu10 for enabling
NPU virtualization. It improves both NPU utilization and
performance isolation for multi-tenant ML services.

1Our full paper will appear in the proceedings of the 57th IEEE/ACM Inter-
national Symposium on Microarchitecture (MICRO’24).
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