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Abstract
This systematization of knowledge (SoK) paper summarizes
the discussion of virtualization challenges and the corre-
sponding techniques specific to serverless computing. We
examine virtualization solutions, including paravirtualiza-
tion, containers, lightweight hypervisors and kernels, and
unikernels, and their applicability to serverless. Then, we
discuss several challenges, including cold-start optimiza-
tion, resource co-location, benchmarking and the research-
production gap, hoping to inspire future research.

1 Introduction and Background
Serverless computing (denoted as “serverless” below) is one
of the newest cloud computing concepts which shifted the
relationship between cloud users and providers [13, 26]. This
has led to wide adoption of serverless backends [39, 48] to
many businesses as well as popularity among small-scale
developers to host their infrastructure. However, serverless
also introduces new challenges, especially since the model
put more responsibility on the providers to virtualize and op-
timize the clusters. This paper aims to highlight the perspec-
tive of the research community on serverless, how virtual-
ization is applied to serverless, and the remaining challenges
not yet addressed by the community.

What is serverless? Serverless is a distributed computing
paradigm, which can be best described with three primary
properties[26, 53]:

• Pay-per-invocation: Serverlessworkloads incur no charge
when there is no invocation and the development
model is entirely event-driven.

• Provider-managed stack: Serverless eliminates the “micro-
operations” of managing and monitoring the software
stack and shifts the responsibility of deploying and
scaling system runtimes to the providers.

• Efficient scaling: Some literature [26] mentions that
serverless excels at scaling speed, at reportedly tens
of thousands of invocations per second.

It was worth noting that serverless does not necessarily
equate Function-as-a-Service (FaaS)[18, 35]. Serverless can
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be viewed as opposing to the traditional “serverful” paradigm,
which requires reservation of instances and management by
the users.

Serverless Applications and Workflows: Although single func-
tions tend to serve the needs of most users, chained func-
tions, i.e., workflows, are commonly used to build larger
cloud applications comprised of smaller, self-contained func-
tions [29, 37, 38, 53, 60]. Currently, workflow chaining either
relies on calling the gateway for the downstream function or
utilizes a side-car service such as Step Functions[5]. While
uncommon, cyclical behavior[4] and fan-in-fan-out[7, 34,
54] communication does exist among workflows. Applica-
tions for workflows include image processing[37, 38, 61],
machine learning[29, 38] and scientific workloads[54], but
can also consist of simple backends with branching logic
paths[21, 29, 43] expressed as function calls.

Contribution of this paper: This paper focuses on demysti-
fying the use of virtualization, including containerization—
which is a muddy domain of its own–in the context of server-
less. Further, we summarize several observations regarding
the key challenges in adopting virtualization for serverless
and the potential solutions. Our hope is to draw attention to
the system challenges in virtualizing a serverless framework
and provide hints for future research.

2 Virtualization in Serverless
The textbook often describes virtualization as the process of
creating virtual machines (VMs), but in reality, this topic can
be virtualization is a spectrum. From virtual machines and
containers to more specialized solutions such as MicroVM
[1, 17, 33] and Unikernel [28, 45, 51], a variety of design
choices and trade-offs have been explored in the literature,
from the perspective of efficiency, security, compatibility,
or other properties. Mainly, we examine virtualization tech-
niques based on two aspects, on which many solutions have
experimented with various degrees: (1) How much the guest
kernel is modified to adapt to the hypervisor, or be merged
as part of the host kernel; and (2) Whether the hypervisor
multiplexes (emulates) IOs or lets them pass through. Next,
we will discuss some major categories of solutions and their
applicability to serverless. We illustrate the two spectra with
Figure 1 and highlight the “sweet spots“ for serverless.
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Figure 1. Showing virtualization techniques on two spectra,
one on howmuch the guest is modified or integrated into the
host, and the other on whether the IO requests from guests
have been pass-through or emulated.

Virtualization and Paravirtualization: Traditionally, "server-
ful" applications (opposite of serverless) make use of virtual
machines, with either type 1 (bare-metal) hypervisors [8–
10] or type 2 (hosted) hypervisors [12, 46, 50], to facilitate
multi-tenancy as a core property of cloud computing. The
formal definition of virtualization by Popek & Goldberg [49]
requires identicality between virtual and physical machines
and thus can incur non-trivial overheads from trapping and
emulating privileged operations in hypervisors. One of the
more efficient choices is paravirtualization [8], which in-
volves modifying the guests with hypercalls and cooperative
IO paths (e.g., ring buffers) to streamline hypervisor emula-
tion. For serverless applications, identicality is typically not a
concern because the entire underlying infrastructure and OS
is completely managed by the provider, so paravirtualized
guests are commonly used. Furthermore, evictable VMs or
VMs allocated on spared resources, such as spot instances [2]
and Harvest VMs [20, 62], are suitable choices for hosting
serverless applications given their ephemeral nature.

Containerization: Containers [19, 24] are lightweight sand-
boxes providing isolated OS and filesystem views for user ap-
plications. Container frameworks fuse two functionally dis-
tinctive layers: a packaging and deployment toolchain [24]
and an OS layer for isolation and virtualization [30]. Con-
tainers became popular for serverless mainly due to its con-
venience and the expensive startup time and resource over-
heads of “traditional” VM. However, containers fundamen-
tally offer only process level isolation and cannot provide the
same level of security isolation as VMs because the shared
host kernels[40, 56]. Solutions that suggest implementation
of more namespaces also risk making the container imple-
mentationmore complex and heavy as a regular VM[59]. The
lack of security guarantees from containers leads to cloud
providers stacking containers with virtual machines, causing
even more resource wastes and startup delays [40].

"Lightweight" hypervisors and "Lightweight" guest kernels:
Modern serverless platforms aim to provide isolation and
cater multiple users on a single physical server. In addi-
tion, to maintain isolation between functions, they host one
function or container per lightweight virtual machine [33].
Firecracker [1] and Cloud Hypervisors [32] designed an al-
ternative to heavy-weight emulators like QEMU. Built on
top of KVM to create virtual machines, they simplify the
QEMU code base by eliminating unnecessary drivers and
using virtio for I/O virtualization, making them compatible
for “simple” serverless applications. LightVM [42] is another
strategy that aims to replace the heavy hypervisors like Xen.
It optimizes the creation of VMs by replacing XenStore with
a shared memory that reduces the communication overhead
between the guest VM and Dm0, which controls the creation
of the virtual machines. Further optimization is carried out
by splitting the creation of VM into two phases. The com-
mon stack between the VMs are pre created and kept in a
pool and the configuration file is extracted and built on these
existing shells [42]. RunD [33], adopted by Alibaba, identi-
fied the overheads due to rootfs in microVMs, virtio-fs and
virtio-blk with respect to Kata Containers [17] which host
containers on virtual machines. It divides the rootfs into read
and write and mounts them into the microVM by ovelayfs
to optimize the process of creation of containers when a
function is invoked. Another alternative approach to avoid
the overhead of creating a virtual machine is to use secure
containers. gVisor [23], for instance, limits the number of
system calls to the host OS to avoid information leaks by
traditional containers [22]. It provides a lightweight "linux-
like" interface on Linux kernels. Unlike virtual machines,
gVisor does not provide hardware virtualization. Instead, it
provides a layer that intercepts access to host OS. Gvisor
sandbox consists of two main components; Sentry and Gofer.
Sentry runs the kernel for the containers hosted in the sand-
box. It narrows down the syscalls that can be made to the
host by intercepting them to make the calls on behalf of the
applications hosted on the container. Gofer handles the file
system access which is associated with each container in the
sandbox[23]. Though gVisor introduces security checks to
containers it compromises the performance benefits[45].
While the above optimized hypervisors guarantee isola-

tion and improve the creation of sandbox to deploy functions,
the traditional Linux kernels are redundant and add high
memory footprint per sandbox setup [33, 45]. Linux kernels
have above 400 syscalls and multiple overlapping functions
which increases the need for more security and isolation
for multi tenant environments [42]. RunD [33] proposes a
lightweight Linux kernel by removing some features that
are redundant for serverless. Features like loop device, acpi,
ftrace, graphics-related items, i2c, and ceph are disabled. This
process reduced the kernel image footprint by 16MB. Further,
it identified that creation of cgroups cannot be parallelized
and hence it maintains a pool of cgroups that are renamed
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during sandbox creation. [42] proposed TinyX which is a
“minimalistic” OS which aims to provide lower boot and cre-
ation time. It starts with a base overlayFS on Debian systems
and installs necessary libraries for applications thus making
it lightweight. Amazon Lambda also uses a lightweight Linux
because of its extensive adoption and debugging [1, 11].

Unikernels: The above strategies focus on modification of
the Linux kernel for serverless. However, there has been
research towards replacing Linux kernels with Unikernels
for serverless [28, 45, 51]. Unikernels have small resource
footprint and provide single address space for the applica-
tion and kernel while providing the isolation that traditional
VMs offer [16, 44, 47]. The small address space also reduces
the attack surface [40]. Unikernel Linux (UKL) [51, 52] pro-
poses a Linux-based unikernel to retain its properties as
legacy software. UKL diverts syscalls to its custom library
since application is invoked in the kernel space. The work
focuses on running general Linux compatible applications in
unikernels , improving performance by running applications
in kernel address space. USETL [16] designed a unikernel
based serverless technique for ETL-style functions. The de-
sign simplifies the network and storage virtualization based
on ephemeral and minimalistic nature of serverless. Urunc
[40] is a unikernel container runtime that proposes the idea
of creating unikernels for each function invocation using
Knative stack with unikernel OCI images containing uniker-
nel binaries. Evaluation is carried out with simple HTTP
reply function and compared against Kata containers (with
different hypervisors), generic containers and gVisor. The
performance of urunc is similar to generic containers and
is better than other mechanisms proving that unikernels
offer similar performance as containers with better isolation
in multi tenant environment. UniFaaS [44] suggests use of
MirageOS, an application-based unikernel as an alternative
to containers. The evaluations using IoT applications show
that the startup time of unikernel based architectures are 3x
better than the "warm" start of Openwhisk containers with
minimal memory and CPU footprints.
Although Unikernels offer security with reduced trusted

computing base (TCB) and isolation requirements of multi-
tenant serverless applications, they are in a naive stage com-
pared to Linux kernels for complete adoption. [44, 45, 51].
Moreover, since OS is bound to the application, we need
a clear definition and requirements to replace traditional
Linux kernel [28]. Further, single process nature makes de-
bugging in unikernels complex with the requirement of a
debugger attached to the hypervisor[45]. The current results
favoring Unikernels over Linux-based kernels are promis-
ing. However, the testing is conducted over basic or no-op
functions. There is still room for evaluations with complex
benchmarks for serverless to motivate migration from Linux
to Unikernels.

3 Open Challenges and Current Solutions
Serverless is yet to be optimized to the extent of other dis-
tributed frameworks. We summarized several notable re-
search directions, and the attempts made by existing work
to resolve the issues. However, all existing virtualization
techniques have pros and cos in regards to solving these
challenges, which we summarize in Table 1.

Cold Start Optimization: Given the virtualization paradigm
of serverless, construction of functions requires cold starts
when a replica is first deployed, thus is a latency cost worth
optimizing. There are three primary forms of research into
improving cold start, that being reducing the number of
deployments via aggregation[29], reducing the cost of de-
ployment via reuse of deployments or previousmemory of in-
vocations (i.e. caching or snapshot)[6, 55, 57], and improving
resource scheduling via co-locating invocations[37]. While
these solutions do provide better E2E latency, this comes at
the cost of either further stressing the auto-scheduler un-
der aggregation (i.e. extended packing problem) or causing
co-location of invocations that could cause unintended secu-
rity vulnerabilities given isolation assumptions while giving
resource overhead for provider to keep the containers in a
warm state[37, 53].

Co-Location of Downstream Resources: With the compound-
ing of cold start and end-to-end latency of workflows, re-
searchers have been utilizing techniques to aggregate, usu-
ally into monolithic designs[29, 37], or to co-locate down-
stream functions [25] with the attempt to reduce cold start
and E2E latency. While these approaches are different, funda-
mentally the concept is to compile workflows into singular
containers[29] or construct micro-services that handle the
maximal volume of a request[37], removing inter-function
latency. While the intentions are good, the naive approach
of full aggregation does not account for the unpredictable
resource load on nodes under bursty conditions, which can
lead to resource contention[53]. Furthermore these strate-
gies tend to rely on developers to perform the aggregation
[29, 37], which is ill-suited due to the developer not knowing
of resource load and placement on cluster and assumes near
infinite resources[26, 53].

Debugging and Testing: Debugging and testing is essential for
any developer for creating reliable, secure and efficient appli-
cations [27]. However, unlike monolithic and micro-service
(serverful) applications serverless applications cannot be
tested locally as it is challenging to replicate serverless envi-
ronment [15, 58]. Strategies used for debugging in distributed
systems are not suitable for serverless applications because
of their ephemeral nature, limited control to infrastructure
and lower response time expectations[27]. With no stan-
dardisation in logging and debugging tools, it becomes very
cumbersome to track the root cause of the error in server-
less applciations [58]. [15, 31] conducted interviews to list
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Challenges
for serverless

VMs (w or w/o paravirt.) Lightweight Guests
& Unikernels

Containers

Cold Start
Optimization

+: Easier to checkpoint & restore
-: Complexity and large VMs

+: Streamlined hypervisor & guest
-: Limited compatibility

+: No booting of guest kernels
-: Hard to further optimize the
host kernel

Resource
co-location

+: Mature live migration support
-: Large base footprint (100s of
MBs–GBs)

+: Small base footprint
-: Specialized guest images may
not be reusable or aggregateable

+: Shared kernel & user memory
-: Poor migration support

Debugging
& testing

+: Rich OS support in guests
-: Too expensive for short-lived
functions

+: Easy for reproduction
-: Specialized guests may lack de-
bugging support

+: Easiest for reproduction;
DevOps integration
-: No access to host kernel states

Research
& benchmark

+:Well studied; many solutions &
benchmarks
-: Outdated for serverless

+: Cutting-edge research
-: Proprietary/close-source; hand-
crafted apps for motivation

+: Fully open-source ecosystem
(Kubernetes & Docker)
-:Weak security guarantee

Table 1. Comparison of pros (+, in blue) and cons (-, in red) of various virtualization techniques in regards to challenges
specific to serverless.

the challenges for testing serverless applications. Cold starts
variance with different runtime environments, simulation of
network delays and unpredictable invocation patterns makes
it particularly difficult for testing locally. Testing in the cloud
is also challenging because it requires approval from cloud
providers [15]. Therefore, a more standardised and mature
debugging and testing mechanism for these short lived and
distributed applications is necessary.

Benchmarking: Benchmarking is essential to research, espe-
cially computer science, with the primary reason is standard-
ization of results between implementations and designs, how-
ever, serverless presents a unique problem of vendor lock-
in[14] and very little standardized benchmarks existing[21,
41, 61]. This leads to researchers picking a selection of work-
loads familiar to them and adapting to work within the de-
sired framework. Cherry picking in itself is undesirable, but
the reason it occurs is because of the lack of knowledge on
“in the wild” workloads to sample from due to trace data
being the closest representation[36, 53], thus synthesized
benchmarks are created and workloads are selected on need
for arguments. Nuance of data movement, workflow pat-
terns, cold start or even invocation rate is then left to the
side for more “standardized” benchmarks which analyze per-
formance of providers on strengths like small scale function
concurrency, data transfer rates and cost, as trace data and
workloads remain separate[36, 53]. The recommendation of
this paper is for the creation of a framework agnostic bench-
mark suite that evaluates serverless functions and workflows
from multiple disciplines such that proper analysis of work-
load limitations could be performed.

Research-Production Gap: As alluded to in previous sections,
there is a gap in knowledge on what is used in production
environments such as AWS, both in the sense of cluster
information and in terms of “in the wild” functions and
workflows[36, 53]. The reason why this information is ob-
scured or withheld is rather innocent, havingmore to dowith
compliance with privacy laws[3]. This however does not ex-
cuse cluster providers from gathering willing participants
to provide source code and payloads as samples, which can
be done by surveys of developers on the cluster or through
an opt-in toggle for each individual function. The means by
which this information could be collected are numerous, but
providing such information could improve understanding of
the workloads in the wild and how researchers can improve
architecture, including the provider architecture. Without
this knowledge the community is reliant on itself to synthe-
size workloads based on what little data can be scraped from
trace data regarding patterns, which is stripped of context
of internal design and limitations.

4 Conclusion
From studying the literature, we conclude that traditional
virtualization no longer serves the need for rapid deploy-
ment and high density of serverless. Using containers also
leads to stacked virtualization layers due to security con-
cerns. Specialized, lightweight hypervisors and guest ker-
nels suit serverless better and may further resolve server-
less challenges in cold-start optimization and resource co-
location. More importantly, the research community needs
better benchmarks and production frameworks to conduct
meaningful experiments.
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