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Abstract
Large Language Models (LLMs) have become increasingly
prevalent, enabling a wide range of tasks across various plat-
forms, from handheld devices and wearables to large-scale
datacenters. Many of these applications, such as co-pilot
and chatbot, rely on decoder-only style LLMs with multi-
billion parameters, which require significant computational
resources to achieve desired performance metrics. As LLM
workloads continue to evolve and demand more substantial
computational resources, it is essential to explore innovative
approaches to improve their performance.

One promising approach is theMulti-Chip-Module (MCM)
architecture, which offers high-performance computing, stor-
age, and network capabilities. However, the performance
characteristics of LLMs on MCM architectures are not yet
fully understood. To address this knowledge gap, we con-
ducted a series of carefully designed experiments to investi-
gate LLM inference performance on various MCM architec-
tures. Our study provides detailed sensitivity analyses of die-
to-die bandwidth, cache policies, and chiplet configurations,
offering valuable insights into optimizing LLM performance
on MCM architectures.
Keywords – LLM, Chiplet, Multi-Chip-Module (MCM),

GPUs, Prefill, Decode

1 Introduction
Increased deployment of LLMs has led to an unprecedented
demand for compute and memory bandwidth at all levels.
Legacy systems were not designed to handle the massive
computational requirements of trillion-parameter models,
and system designers are now facing the challenge of find-
ing novel solutions to overcome the “memory wall” problem
for LLMs. Recent advancements in data center accelerators
have led to the integration of multiple dies (chiplets2) into
a single package, enabling the maintenance of performance
1Work done as an intern at Meta.
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scaling [2, 8, 10, 15]. The NVIDIA Blackwell [4] and d-Matrix
Corsair [5] architecture exemplifies this trend by merging
multiple dies into a single unified GPU, thereby incorporat-
ing a substantial amount of computing power. The NVIDIA
DGX B200, configured with eight Blackwell GPUs where two
dies are merged into each single GPU, delivers unparalleled
generative AI performance.
One of the apparent advantages of a chiplet-based ap-

proach is its ability to improve yield issues when chips ap-
proach the reticle limit. However, we have observed that
chiplet-based computing, connected with die-to-die inter-
faces, can also enable more efficient sharing of data, thereby
reducing off-chip memory bandwidth requirements or even
eliminating them altogether. Our objective is to investigate
the impact of the die-to-die interface (bandwidth, latency,
and/or power) on LLM inference use cases for various MCM
architectures.

2 Background
2.1 Large Language Model (LLM) Inference
Today’s LLM [17] is trained on vast datasets and consists of
multiple layers, including embedding, attention and feed for-
ward layers. In this work, we focus on Decoder-only Trans-
former models [14] which are adopted by most of the LLMs
today such as LLaMA [9] and GPTs [3]. Parallelizing LLM
inference across multiple devices can be beneficial due to the
high volume of compute and memory operations involved.
In the process of LLM inference, there are two primary

phases. During the prefill phase, the LLM processes the input
tokens to generate the context for subsequent token gener-
ation. The prefill latency being measured as the Time To
First Token [1] (TTFT) where it is usually bounded by com-
pute. Subsequently, the output tokens are generated auto-
regressively one at a time during the decode phase. The Time
Per Output Token [1] (TPOT) serving as a measure of the
decode latency is usually bounded by memory – reading
parameters, Key and Value (KV) cache.

2In this paper, chiplet and multi-chip-module are used interchangeably.



2.2 Multi-Chip-Module (MCM) Architecture
MCM Architectures [2] are gaining traction due to reticle
limit of dies, costs, and yield. Recent advancement in silicon
interposers allow high bandwdith communication between
chiplets [11] to minimize performance loss from on-chip
wires to package-level wires. MI300A APU has a mix of
three CCD (CPU) and six XCD (GPU) chiplets on top of
four I/O Dies (IODs). Between the IODs are two N/S links of
3.0 TB/s/direction and two E/W links of 2.4 TB/s/direction.
NVIDIA B200 GPU has two I/O dies connected by a link of
5TB/s/direction [13] as shown in Figure 1. Recent studies
have shown that enabling reuse across chiplets can help
mitigate these effects[10].

Figure 1. Simulated system: B200 x 8

2.2.1 LLC Caching Policies. Due to the large tensor sizes
in state-of-the-art LLMs, tensor data is distributed across
HBM stacks [3, 9]. To reduce memory access latency and
improve performance, Last-Level Cache (LLC) are utilized
in state-of-the-art MCM-based GPUs [12] to cache the data
from HBM. There are two commonly used caching policies:
memory-side caching and compute-side caching, as illus-
trated in Figure 2. With memory-side caching, the LLC only
caches data from the HBM attached to the same chiplet,
which we refer to in this paper as caching@local. In con-
trast, compute-side caching allows the LLC to cache data
from HBM attached to other chiplets as well, which we de-
note as caching@local+remote. While compute-side caching
can reduce inter-chiplet traffic for operations with high LLC
data reuse, it also introduces increased complexity due to
the need for cache coherence. In this paper, we evaluate the
performance impact of these two caching policies.

Figure 2. Caching policies on an MCM-based GPU

3 Experimental Setup
3.1 LLM models
We investigate three distinct LLM models, each with a vary-
ing number of model parameters. Table 1 provides a sum-
mary of the key characteristics of each model.
Feature Llama3-70b [9] GPT3-175b [3] Llama3-400b [9]
#Params 70 billions 175 billions 400 billions
#Layers 80 96 126
#Heads 64 96 128
Dimension 8192 12288 16384

Table 1. Target LLM models.

3.2 Simulation Environment
To explore the performance of LLM inference workloads on
different MCM architectures, we leverage the open-source
hardware evaluation framework, LLMCompass [16]. We en-
hance LLMCompass by incorporating the MCM architec-
ture, implementing various caching policies across multiple
chiplets, and introducing different LLM models. Figure 1
shows the 8-device system we simulated, where all devices
are fully connected via NVLink5 in an all-to-all configura-
tion. To maximize device utilization, we employ eight-way
tensor parallelism. We then sweep the die-to-die bandwidth
to assess its effect on die-to-die communication. All experi-
mentation in this study utilized FP16 numerics.

4 Performance Analysis
The computational graph of a Transformer is comprised of a
stack of decoder layers which are composed of a sequence
of operators, including matrix multiplication (Matmul), Soft-
max, layer normalization (LayerNorm), and activation func-
tion (GELU [3, 7]). We investigate the impact of die-to-die
bandwidth on the key operators for three different LLMmod-
els, different MCM architectures, and LLC caching policies.
For this performance analysis, we use the batch size of 32
and the input sequence length of 8192.

4.1 Die-to-Die Impact on LLM Models
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Figure 3. Latency of 70b/175b/400b LLMs on an 8-devices
2-chiplets B200 systemwith a sweep of die-to-die bandwidth.

Figure 3 shows the prefill and decode latency of three LLM
models. Larger models have longer latency, but the speed
ratio does not match the parameter count ratio. Specifically,
Llama3-400b’s prefill latency is ∼2.5x that of Llama3-70b,
while its decode latency is ∼1.6x. Low die-to-die bandwidth
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negatively impacts latency for all models. As bandwidth in-
creases, latency decreases and eventually plateaus at around
4 TB/s. However, larger models require slightly more band-
width to achieve saturation.

4.2 Die-to-die Impact on Operators
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Figure 4. Latency breakdown on 2-chiplets system for
Llama3-400b.

Figure 4 shows prefill and decode latency on a two-chiplets
system across die-to-die bandwidth. The performance gain
begins to saturate at 4 TB/s, when the bidirectional die-
to-die bandwidth matches the HBM bandwidth of 8 TB/s.
Increasing die-to-die bandwidth from 1 TB/s to 2 TB/s re-
sults in a ∼1.2x speedup for decode latency, but further in-
creases have diminishing performance improvement. With
caching@local+remote, fusion, and KV cache for reuse across
operators, there is little die-to-die traffic. Matrix multiplica-
tion is highly sensitive to die-to-die bandwidth due to the
substantial amount of tensor reads and writes required from
the last level cache (LLC) or high-bandwidth memory (HBM).
During the prefill phase, all operators except AllReduce ex-
hibit decreasing latency as die-to-die bandwidth increases.
AllReduce is a collective communication operation that takes
place across multiple devices.

We examine how different MCM architectures affect LLM
inference, keeping the peak PFLOPS of a single device and
per-device HBM bandwidth constant. Figure 5 illustrates the
impact of die-to-die bandwidth on various MCM designs:
8, 4, 2-chiplet, and 1 chiplet, all with a peak throughput of
2250 TFLOPS. The 2-chiplet design mirrors NVIDIA’s B200
architecture, while the 8-chiplet and 4-chiplet designs use a
ring topology for die-to-die transfer, where each chiplet has
two neighbors for communication.
One chiplet (monolithic) does not have any die-to-die

links, and is the baseline. Figure 5 shows that increasing die-
to-die bandwidth will converge to monolithic performance
for both prefill and decode stages. The performance scales
with increasing die-to-die bandwidth until the bidirectional
die-to-die bandwidth reaches the HBM bandwidth. At this
point, the HBM bandwidth becomes a bottleneck and further
increases in die-to-die bandwidth do not result in improved
performance. The performance degradation for a die-to-die
bandwidth of 1 TB/s is greater for two chiplets than for eight
chiplets, because the total die-to-die bandwidth is higher in
the latter case.
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Figure 5. Latency w/ MCMs and caching policies (Llama-
400b). The total die-to-die bandwidth is 8/4 times higher
for 8/4-chiplet devices compared to 2-chiplet devices. For
example, a 4-chiplet device has a total bandwidth of 20 TB/s
(from two N/S and two E/W) when the die-to-die bandwidth
is 5 TB/s, while an 8-chiplet device has a total bandwidth of
40 TB/s (from six N/S and two E/W).

4.3 LLC Caching Policies
The caching@local+remote policy exhibits a lower latency
than that of the caching@local policy, owing to the optimal
reuse of data from local LLC. Even without introducing more
chiplets, the caching@local+remote policy achieves lower
decode latency. For example, TPOT of 2-chiplet/4-chiplet
with caching@local+remote is lower than that of 4-chiplet/8-
chiplet with caching@local respectively even with a large
die-to-die bandwidth. In the case of caching@local, half of the
data required for a reuse must always come from a remote
chiplet, where die-to-die bandwidth becomes a bottleneck.

5 Conclusion and Future Work
We assessed various MCM design alternatives, encompass-
ing number of chiplets within a device, die-to-die bandwidth,
and LLC caching methodologies. Our performance projec-
tions yield several findings. Firstly, the broader die-to-die
bandwidth facilitates the transfer of substantial data volumes
between chiplets. The incorporation of more chiplets within
a single device results in an augmented cumulative die-to-die
bandwidth, which in turn enhances the overall throughput.
Lastly, caching at both local and remote chiplets increases
data reuse on local and reduces die-to-die traffics and the
need for additional chiplets. We leave exploring different in-
terconnect topologies across chiplets, capacity-related mod-
eling, FlashAttention [6] optimizations, and quantization
(FP8, etc.) as future work to better understand their impact.
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